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SUMMARY: An obstacle toward construction robotization is the lack of methods to plan robot operations within 

the entire construction planning process. Despite the strength in modeling construction site conditions, 4D BIM 

technologies cannot perform construction robot task planning considering the contexts of given work 

environments. To address this limitation, this study presents a framework that integrates 4D BIM and robot task 

planning, presents an information flow for the integration, and performs high-level robot task planning and 

detailed simulation. The framework uniquely incorporates a construction robot knowledge base that derives robot-

related modeling requirements to augment a 4D BIM model. Then, the 4D BIM model is converted into a robot 

simulation world where a robot performs a sequence of actions retrieving construction-related information. A case 

study focusing on the interior wall frame installation demonstrates the potential of systematic integration in 

achieving context-aware robot task planning and simulation in construction environments. The proposed 

framework can potentially be utilized by construction managers and planners to plan robot operations considering 

the construction situation. 
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1. INTRODUCTION 

Rapid advancements in robotics technologies are making the utilization of robots for dangerous, tedious, and 

repetitive tasks more and more practical (Manyika et al., 2013). Unlike traditional industrial robots with fixed 

behaviors, modern robots with mobile platforms, sensors, and actuators can be programmed to perform given tasks 

intelligently adapting to changing work environments. Many sectors, including manufacturing (Ding et al., 2020), 

rescue (Birk and Carpin, 2006), agriculture (Auat Cheein and Carelli, 2013), and healthcare (Riek, 2017), are 

adopting robots to automate existing processes to achieve greater productivity and safety. According to (Manyika 

et al., 2017), currently available Artificial Intelligence (AI) and robotics technologies can automate a wide range 

of tasks in major US industry sectors, such as accommodation and food services (74% automation potential), 

manufacturing (60%), agriculture (58%), transportation and warehousing (57%), retail trade (53%), mining (51%), 

and construction (47%). Many construction tasks are repetitive and labor-intensive by nature (Bock, 2015; Everett 

and Slocum, 1994), and thus robotization of these tasks can potentially address many chronic problems, such as 

stagnant productivity growth (Teicholz, 2013), labor shortage (U.S. Bureau of Labor, 2018), and work-related 

diseases/fatalities (OSHA, 2019). A growing number of robotic solutions are introduced by academic studies 

(Brosque et al., 2021; Naboni et al., 2021) and industrial applications (excavation and leveling (“Built Robotics”, 

n.d.), marking of layout (“Dusty Robotics”, n.d.), rebar tying (“TyBot”, n.d.), and bricklaying (“Construction 

Robotics - Automating Masonry”, n.d.; “Hadrian X”, n.d.)). With this trend, construction sites are expected to 

become crowded with robots and human workers in the near future exposing human workers to robot-related 

hazards, such as collisions, crushing, trapping, mechanical part accidents, etc. (Accident Law Group, 2020). In 

order to utilize robots safely and effectively in congested construction environments, both high-level task planning 

and detailed simulation of construction robots should be performed as part of the entire construction planning. 

Despite the abundant studies on the coordination between human work crews (Chavada et al., 2012; Hosny et al., 

2022), none of the prior studies incorporated robot operations into construction planning process.  

The long-term goal of this study is to create construction planning technology that can generate plans for 

construction robots and analyze their coordination with human workers within the construction environment. 

Throughout this paper, robot task planning refers to efforts involved in both high-level task planning and detailed 

simulation of construction robots. A robot can complete a task (e.g., painting, frame installation, material delivery) 

by performing a sequence of actions interacting with its work environment and the user (Rovida et al., 2017). 

High-level robot task planning for a certain task (e.g., frame installation) involves identifying all the required 

actions (e.g., navigate to material storage, pick material, navigate to install location, place material), determining 

the sequence between the actions, and matching these individual actions with robot skills (e.g., navigate, pick, 

place) that are the robot’s functionalities to perform the corresponding actions. On the other hand, detailed task 

simulation performed after the high-level task planning executes the robot skills generating precise motions 

considering the given spatiotemporal condition of the work environment. Recent studies in the development of 

intelligent robot behaviors in built environments utilize contextual information from the work environments either 

via real-time sensor-based perception or as embedded knowledge as the input to execute robot skills (Kim and 

Peavy, 2022; Tenorth and Beetz, 2013). For example, a navigation skill of a robot can be triggered by providing 

the coordinate of a material storage as the input argument. Given the coordinates of the destination and a map of 

the environment, the navigation skill generates a navigation path and travels to the material storage while updating 

the navigation path with observed obstacles. Speed limits can be specified for different regions on the map or 

directly determined by a user.  

A significant challenge in performing robot task planning in construction is the lack of construction planning 

techniques that can define robot tasks and realistically simulate the required actions within the construction 

environment. Currently, 4D Building Information Modeling (4D BIM) is the most advanced technology to simulate 

changing construction site conditions (Eastman et al., 2008). A 4D BIM model visualizes a construction process 

by making 3D building elements (e.g., walls, columns, floors) and non-building elements (e.g., temporary 

structures, workspaces, equipment) appear and disappear according to a construction schedule. Several studies 

have demonstrated that 4D BIM can be used to simulate workspace plans (Hosny et al., 2020; Kassem et al., 2015; 

Mirzaei et al., 2018; Moon et al., 2014), heavy equipment operations (Tantisevi and Akinci, 2007, 2009), waste 

recycling and reuse plans (Guerra et al., 2020), and site logistics (Magill et al., 2020; Pérez et al., 2016). However, 

despite the strength in describing construction site conditions, existing 4D BIM technologies do not support the 

high-level task planning as well as detailed simulation that is uniquely necessary for construction robot operations. 

Also, the currently available robot task planning approaches (Buisan et al., 2022; Paxton et al., 2019; Wang et al., 
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2022) cannot utilize construction-related information in a 4D BIM model due to the systematic separation between 

the two technologies. By systematically integrating robot task planning with the 4D BIM, a robot’s task plan can 

be generated directly utilizing the contextual information about the work environment available in a 4D BIM 

model. Recent works that attempted to interface BIM and robotics (Kim and Peavy, 2022; Kim et al., 2021) failed 

to address important research questions related to their systematic integration, such as “how can the two 

heterogeneous systems (4D BIM and robot task planning) be interfaced in a way that allows robot task simulation 

as part of the entire construction planning process?”, “how should a 4D BIM model be created to contain the 

construction-related and robot-related information required for robot task planning?” and “how should 

information flow between the two systems to allow a robot operating software to retrieve contextual information 

about the construction environment required to perform task planning?”. Answering these questions, this study 

presents a framework that connects 4D BIM and robot task planning through the creation of a construction robot 

knowledge base. As the key connector between 4D BIM and robotics, the construction robot knowledge base binds 

tasks in a 4D BIM model, robot-oriented definitions of construction tasks, and contextual information of the 

construction environment as the input to perform the tasks. This study presents how we can create a 4D BIM model 

containing all the information required for robot task planning, how the information requirements are derived from 

the construction knowledge base, how a robot simulation environment called robot world is generated from the 

4D BIM model, and how a robot simulation is performed in the robot world retrieving contextual information 

about the work environment.  

2. LITERATURE REVIEW 

This section first reviews studies in the utilization of 4D BIM technologies for various aspects of construction 

planning introduces robots adopted to perform construction tasks and reviews the state-of-the-art studies that 

leveraged BIM technologies for construction robot task planning and simulation.  

2.1 4D BIM FOR CONSTRUCTION PLANNING  

Numerous studies have employed 4D BIM technologies to enhance various areas of construction planning, such 

as construction scheduling, workspace allocation, equipment and temporary structure planning, etc. 

Sheikhkhoshkar et al., (2019) created a 4D BIM-based technology that generates a concrete pouring plan 

describing optimal pouring start points, pouring directions, and concrete pour volume, that results in joint positions 

with the least impact on the structural strength. Wang et al., (2019) detected obstructions between the moving paths 

of workers and mobile equipment from a cell-based representation of the construction site generated from a 4D 

BIM model. Ji and Leite, (2018) integrated 4D BIM and rule-based checking to automate the review process of 

reviewing plans for tower cranes. The proposed rule-based checking approach expedited the process by 

automatically analyzing the specifications of tower cranes, site-specific conditions presented in the 4D BIM, and 

construction methods. Tak et al., (2021) integrated a path planner with 4D BIM to simulate multiple mobile crane 

lifting operations. Several studies expanded 4D BIM technologies to perform workspace generation, detection of 

spatiotemporal conflicts between the workspaces, and resolution of spatial conflicts. Jongeling et al., (2008) 

estimated potential productivity losses by calculating distances between work crews based on moving work 

locations and temporary structures manually specified in a 4D BIM model. Kim et al., (2018) simulated the moving 

directions of work crews and scaffolds and quantitatively evaluated multiple workflow options in terms of cost, 

duration, and safety. Mirzaei et al., (2018) simulated different combinations of workflow patterns of multiple tasks 

and analyzed spatial conflicts, potential productivity losses, and constructability issues. Some studies utilized 4D 

BIM as the platform for logistics management (Magill et al., 2020; Whitlock et al., 2021), safety planning 

(Alizadehsalehi et al., 2020; Choe and Leite, 2017), image-based progress monitoring (Kropp et al., 2018), and 

environmental planning and management (Jupp, 2017). Even with these efforts, the state-of-the-art technologies 

in 4D BIM are not addressing the technical requirements to accommodate robot task planning within the 

construction planning process. Unlike construction planning for human workers with cognitive capabilities, task 

planning for robots depends on the precise description of tasks to be performed and the generation of highly 

detailed robot motions (e.g., moving, picking, turning). Most of the studies reviewed above (Ji and Leite, 2018; 

Jongeling et al., 2008; Wang et al., 2019) perform planning for human workers, temporary structures, and 

equipment mostly in rough details that are not suitable to simulate granular robot operations. Also, robot operations 

should be planned and simulated acquiring information about dynamically changing construction site conditions 

from a 4D BIM model. As will be discussed in section 2.2, none of the existing approaches presented a way to 
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create a 4D BIM model that contains all the robot-related information to perform task planning and utilize it to 

generate a robot operation plan. 

2.2 ROBOTIZATION IN CONSTRUCTION AND UTILIZATION OF BIM FOR TASK 
PLANNING  

The use of robots to perform construction tasks has been presented in several studies. Sharif and Gentry, (2022) 

presented a robot arm to pick and fold metal sheets according to patterns described in a canopy design. Firth et al., 

(2022) presented a prototype painting robot hand replicating the movements and muscles of a human hand gripping 

different construction tools. Bruun et al., (2021) used two robot arms that collaboratively assembled a 

geometrically complex masonry arch without scaffolds. Parascho et al., (2020) implemented an approach similar 

to Bruun et al., (2021) using two robot arms to construct a brick arch vault. Sorour et al., (2011) developed a 

prototype mobile robot with a manipulator that can scan walls and perform arm motion planning to paint them. 

Dharmawan et al., (2017) proposed an approach to integrate robots into existing scaffolding structures for quick 

deployment of construction robots. Woo et al., (2008) developed a vehicle-mounted robot for repainting faded 

road marks. The proposed system detected faded lane marks needing repainting using image processing. Bosscher 

et al., (2007) proposed a cable-mounted robot with contour crafting capability that can dramatically expedite 

concrete construction processes. Even with these efforts in the development of individual construction robots, 

planning of robot operations from the perspective of construction planning has not been addressed by most of the 

existing studies. Due to limited spaces and congestion in construction environments, planning robot operations as 

part of the entire construction planning process, such as 4D BIM modeling, is crucial for effective and safe 

utilization of robots.  

Recent studies presented approaches to bridge the gap between BIM and robotics technologies. Gao et al., (2022) 

simulated two robot arms for assembling lightweight structures using information in a BIM model. This study 

extracted shapes and joint coordinates of individual building elements and the assembly sequence from a BIM 

model as input for the pick-and-place operations. Wong et al., (2022) simulated a robot performing the wood frame 

assembly. Similar to Gao et al., (2022), this study obtained geometric information (such as locations and 

orientations) of the individual frame elements to implement the pick-and-place of the wood frames. Kim et al., 

(2021) simulated a mobile painting robot in a robot simulator called Gazebo (“Gazebo”, n.d.). This study converted 

a BIM model into a robot operating system (ROS)-compatible Simulation Description Format (SDF) file to transfer 

the building information into a physics-based robot simulation. Later, Kim and Peavy, (2022) created a semantic 

robot simulation world from a BIM model where a robot can retrieve project information during task planning and 

execution. This study uniquely modeled a building as a robot in a URDF format (“urdf - ROS Wiki”, n.d.) that 

accurately describes the motions of static building elements (e.g., walls and floors) and dynamic building elements 

(e.g., doors and windows). Momeni et al., (2022) simulated robot arms for automated fabrication of reinforcement 

cages. This study used rebar data (e.g., type, order of placement, tying and gripping points) contained in a BIM 

model to generate detailed installation instructions, such as the placement sequence and tying instructions of each 

reinforcement bar. Zhu et al., (2021)performed multi-robot coordination and task allocation for prefabricated 

housing focusing on steel frame installation. Relying on the numerical simulation of robot locations and building 

element locations, this study did not simulate precise actions of robot to perform the installation tasks. 

2.3 POINT OF DEPARTURE 

Advancements were made in the integration of BIM and robotics by retrieving information about building elements 

as the input for task planning (Gao et al., 2022; Wong et al., 2022) or generating construction environments for 

robot simulation (Kim and Peavy, 2022; Kim et al., 2021). These studies (Gao et al., 2022; Kim and Peavy, 2022; 

Kim et al., 2021; Momeni et al., 2022; Wong et al., 2022b) transferred information in 3D BIM models to various 

robot simulation platforms, such as Gazebo (“Gazebo”, n.d.), Webots (“Cyberbotics: Robotics simulation with 

Webots”, n.d.), and CoppeliaSim (“Robot simulator CoppeliaSim: create, compose, simulate, any robot - Coppelia 

Robotics”, n.d.). Extracting information necessary for robot task planning from BIM models and performing task 

planning in separate robot simulators allowed the utilization of establishments in the robotics area (such as robot 

representations, implementations of widely used navigation and manipulation algorithms, and visualization and 

analysis of sensor data) without redeveloping all the features within BIM platforms. Building on these studies, 

planning for construction robots within the construction planning process requires further efforts to systematically 

integrate 4D BIM and robot task planning. Beyond the building design information in a 3D BIM model, a 4D BIM 



 

 

 
ITcon Vol. 30 (2025), Oyediran et al., pg. 356 

contains construction-related information (such as a building under construction, workspaces, temporary 

structures, material storages, and safety fences) that interact with construction robots and impact robot behaviors. 

Robot task planning should generate a robot’s work plan considering the spatiotemporal conditions presented in 

the 4D BIM model and analyze how the work environment is impacted by the robot’s actions. Also, due to the 

need for explicit input for robots, additional information necessary for robot task planning should be identified and 

modeled in a 4D BIM model in advance. The construction-related information in the 4D BIM should then flow 

into a robot simulation in a form that can be utilized as input to control robot actions. Furthermore, for each task 

to robotize, a robot-oriented definition should be created to describe required robot actions, the sequence of these 

actions, and how the actions are simulated by interacting with objects in the construction environment. Most of 

these essential capabilities required for high-level task planning and simulation of robots have not been 

incorporated in any of the existing frameworks for creating 4D BIM models or state-of-the-art studies in 

construction robotics.  

3. OBJECTIVE AND SCOPE 

Building on the works in BIM-robotic integration, this study presents a framework to systematically integrate 4D 

BIM and robot task planning into a form that allows high-level task planning and detailed simulation of 

construction robots. This study uniquely presents a construction robot knowledge base to allow the seamless 

information flow between construction tasks and a 4D BIM model. For tasks selected for robotization, the 

construction robot knowledge base automatically derives a list of additional robot-related information that should 

be incorporated into a conventional 4D BIM model. The 4D BIM satisfying the modeling requirements is then 

converted into a robot simulation world where detailed construction robot simulation is performed. A robot can 

perform required actions by extracting information about building elements and construction site objects during 

task planning and simulation. The task to be robotized in this study is limited to interior wall frame installation 

performed by a mobile robot. However, the generic process developed in this study can be applied to simulate 

other construction tasks with other robots. The long-term goal of this study is to create a new process and tools 

that are required to develop a practical robot utilization plan, analyze the robots’ behaviors and coordination with 

human workers and the work environment, and further specify intelligent and safe robot behaviors for given 

situations. However, the scope of the study presented in this paper is limited to proposing the overall framework 

to align the two heterogeneous technologies (4D BIM and robot task planning) with the seamless information flow 

and generate robot task plans. The major accomplishment of this study is the creation of a new 4D BIM-based 

process that allows the performance of both high-level task planning and detailed simulation of construction robots 

as part of the entire construction planning. This foundational work in construction robot task planning can open 

the doors to various future studies, such as quantitative and qualitative analysis of the generated robot task plans, 

rescheduling and site coordination to safe human-robot collaboration, and sensing and robot controls for safety.  

4. FRAMEWORK FOR ROBOT TASK PLANNING AND SIMULATION IN 4D BIM  

4.1 OVERVIEW OF THE PROPOSED FRAMEWORK 

Studies define terms related to robot task planning, such as tasks, actions, and skills, slightly differently. ANSI/RIA 

R15.06-2012 (Robotic Industries Association, 2012) defines a task program as a series of instructions and functions 

defining a task of a robot. Rovida et al., (2017) describe a task as a sequence of skills, where a skill is a re-occurring 

action to execute a procedure. According to Lesire et al., (2020), robot skills are elementary functions equipped in 

a robot system to perform a given mission. In our study, partly following definitions in Rovida et al., (2017), we 

distinguish robot actions from robot skills and consider a robot action as a customization of a generic robot skill 

in an effort to consider the context of the given task. For example, a generic robot navigation skill can be 

customized for two different actions, navigation carrying a material and navigation without a material. These two 

actions implement the generic navigation skill with distinct arm positions, moving speeds, and safety stopping 

distances. In our study, a robot task is a sequence of robot actions, a robot action is a sub-element of a task which 

is an implementation of a robot skill considering the context of the work, and a robot skill is a generic ability 

equipped in a robot. A robot skill can be triggered without any input, information acquired from the working 

environment, or input directly from the user. We also describe a robot task specification as a comprehensive 

robot-oriented description of a task that explains the sequence of actions, and customization of the generic robot 

skills to execute the actions.  
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Figure 1: Framework for the integration of 4D BIM and robot task planning. 

Figure 1 illustrates the proposed framework that integrates 4D BIM and robot task planning via the construction 

robot knowledge base. This framework is composed of three major systems that produce different types of 

information and interact with other systems by exchanging and transforming information. 4D BIM environment 

is where most of the information about the construction environment is created and high-level robot task planning 

is performed. Using a 4D BIM platform, such as Autodesk Navisworks (Navisworks, n.d.) and Synchro 

(“SYNCHRO”, n.d.), a 4D BIM model is created by connecting 3D building elements with tasks in the construction 

schedule. Then, high-level robot task planning is performed by selecting the tasks to be robotized, specifying start 

and finish dates, and selecting construction robot task specifications. A user will need to provide various additional 

inputs, such as material storage areas, areas prohibited for robot navigation, and detailed work sequences, that are 

not commonly specified for human workers. To link the conventional 4D BIM model with the construction robot 

knowledge base, this study augments “robotization” and “task specification ID” as additional properties of 

construction tasks (see construction schedule in Figure 2). “Robotization” is a property with a Boolean (True/False) 

value that indicates whether a task is to be performed by a robot, and “task specification ID” is a property with a 

text value that links a construction task with a task specification in the construction robot knowledge base. 

Construction robot knowledge base is the key enabler where generic knowledge about robot task performance 

and robot skills are stored. This knowledge base contains a robot skill database and a collection of robot task 

specifications. A robot task specification provides a robot-oriented instruction to perform a task, such as the 

sequence of actions, skills used by the actions, and site-specific or task-specific variations applied to implement 

the skills. At least one robot task specification with a task specification ID should be prepared, and multiple task 

specifications may exist for one task. The robot skill database explains what inputs and robot capacities are required 

to execute skills. To allow the robot to retrieve all the information required for detailed simulation, all the inputs 

needed to run the skills become additional 4D BIM modeling requirements. Then, the user updates the 4D BIM 

model based on the additional modeling requirements derived from the construction robot knowledge base. The 

resultant 4D BIM model is converted into a robot simulation world where a robot’s detailed movements, 

manipulations, and sensor-based perception can be realistically simulated. Importantly, in this way, robots in 

simulations can retrieve sufficient information to perform tasks directly from the simulation world. Robot 

simulation environment is an ROS-compatible environment where robots as well as their work environment 
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called a world are imported. From the construction knowledge base, the generic description of the selected skills 

(including names of robot skills used, input arguments for the skills, and required robot capacities) is transferred 

to the robot simulation environment. In the robot simulation environment, robots equipped with the required skills 

are selected, the robots’ postures to execute the actions are predefined, and the overall task simulation is performed. 

Each robot interacts with objects in the work environment by extracting necessary information or physically 

manipulating them. Finally, the robots performing the tasks and their interactions with construction site objects 

can be visually analyzed and recorded for quantitative analysis of the construction plan.  

4.2 INFORMATION FLOW BETWEEN 4D BIM, CONSTRUCTION ROBOT    
KNOWLEDGE BASE, AND ROBOT SIMULATION ENVIRONMENT 

Figure 2 presents detailed information flows between the three systems with lines representing the generation and 

transfer of information (lines A1 to A6 and lines B1 to B5 in Figure 2). A1 to A6 present information exchanges 

between the 4D BIM environment and the construction robot knowledge base leading to the generation of 

additional 4D BIM modeling requirements and the creation of a robot simulation world based on the 4D BIM 

satisfying the additional modeling requirements. B1 to B5 present the information flows from 4D BIM and 

construction robot knowledge base into the robot simulation environment to select robots and simulate robot 

operations within the simulation world according to the robot task specifications.  

 

Figure 2: Information flow between three major systems. 

The process starts by selecting tasks to robotize from the construction schedule and ends by completing the 

simulation of the selected tasks in a robot simulation world. In A1 retrieval of task specification, a user 

determines tasks to be robotized and specifies robot task specification IDs for the selected tasks. In the example in 

Figure 2, indoor wall framing is selected for robotization and given I-W-F-#1 (Indoor-Wall-Framing-#1) as its task 

specification ID. Multiple specifications, such as I-W-F-#2 and I-W-F-#3, can be prepared if there are multiple 

methods and tools to install wall frames. The task specification ID is used as the key to find the corresponding task 

specification in the robot knowledge base. A robot task specification in this study contains minimal information, 

such as the sequence of actions, skills used, and additional site-specific or task-specific input to execute each skill, 

which can be extended in future studies. I-W-F-#1 describes that this task is completed by four consecutive actions 
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“navigate to frame pick up location”, “pick frame”, “navigate to install location”, and “install frame”. These actions 

use different skills that are “navigation” (NV-1), “move manipulator and grasp” (MM-G-1), “navigation with 

object” (NV-2), and “move manipulator and release” (MM-R-1). A2 retrieval of required robot skills and input 

arguments uses the robot skill IDs in I-W-F-#1 to identify matching skills and their input arguments from the 

robot skill database. The minimal robot skill database in this study has skill names, skill IDs, input arguments, and 

required capabilities for interior wall framing installation only. These skills are executed by a robot extracting the 

required input data from the simulation world. Since a robot simulation world is generated from a 4D BIM model, 

all the inputs for the skills should be modeled in the 4D BIM model. For that, A3 identification of additional 

modeling requirements generates a list of objects or information that should exist in the 4D BIM model to execute 

the skills. As shown in the additional modeling requirements table in Figure 2, a frame material storage should be 

modeled to execute the “navigate to frame pick up location” action using NV-1 skill which needs a 3D coordinate 

of the destination as the input. “Pick frame” requires the user to specify a local coordinate in the frame so that a 

robot can grasp the material (see Figure 5). “Install frame” does not need additional modeling in the 4D BIM 

model since its MM-R-1 skill can retrieve the final 3D coordinate of the frame from building elements. In A4 

updating 4D BIM to satisfy modeling requirements, a user updates the BIM model by addressing all the 

additional modeling requirements. For I-W-F-#1, a frame material storage was modeled together with a robot’s 

pickup location next to the storage, and a local coordinate for pickup was specified for frame materials. 

Additionally, A5 requesting jobsite-specific input and skill parameters allows the user to determine additional 

restrictions (e.g., allowable robot size and weight) and tune parameters (minimum and maximum navigation speed) 

for robot actions considering the construction site conditions. After updating the 4D BIM model, A6 conversion 

into robot simulation world converts the 4D BIM model with additional user input into a robot simulation world. 

Section 4.4 describes the details of the conversion process. As a result of A1-A6, a robot simulation world 

representing the construction site conditions and containing all the input for robot task planning is created. The 

world becomes a ROS-compatible work environment for robots selected in the following steps. Following B1-B5, 

a detailed robot task simulation is performed. Descriptions of the skills are transferred from the previous steps 

(B1), and actual input values for the skills are extracted from the simulation world (B2). Based on the descriptions 

still highly generic, a user can select robots meeting the required robot capabilities and site-specific requirements 

(B3). For the selected robots, initial, intermediate, and final poses are determined for the skills (B4). Finally, the 

robots are inserted into the simulation world to perform the tasks (B5). retrieving information from the world. 

More details about the frame installation example are presented in section 4.5.  

4.3 CONSTRUCTION ROBOT KNOWLEDGE BASE  

As shown in Figure 2, the proposed construction robot knowledge base serves as a repository for organizing and 

managing robot task specifications, actions, skills, and their associated data input requirements. The construction 

robot knowledge base architecture consists of three primary components that work in unison to enable robot task 

planning and execution in construction environments. The first component is a series of robot task specification, 

which contains a sequential definition of actions to be performed by a robot to complete a construction task. Each 

task specification is identified by a unique ID (such as I-W-F-#1 for Indoor Wall Framing variant #1) and includes 

an ordered sequence of required robot actions, mappings between these actions and robot skills, and any site-

specific or task-specific variations in skill implementation. The second component is the robot skill database, 

which contains the fundamental robot capabilities as reusable skills. Each skill entry in the database contains 

comprehensive information including the skill ID and name, required input arguments, expected output, and 

physical robot capabilities needed for task execution. For example, a navigation skill (NV-1) requires inputs such 

as destination coordinates and speed limits, while specifying requirements for mobile base and localization 

capabilities. The database can also maintain default parameters, operating constraints, and error-handling 

procedures for each skill. The third component is the additional modeling requirements for each task, where a user 

can manually determine what information should be provided in 4D BIM and the robot simulation environment to 

aid the task planning and execution. This is crucial in deriving additional BIM modeling requirements from skill 

specifications and translating construction domain concepts such as material storage location, and material pick 

point for robot into robot-interpretable instructions. It effectively bridges the semantic gap between building 

information models and robot control parameters by mapping BIM geometric and semantic data to robot coordinate 

frames and object representations. All the required information generated is then transferred with their input data 

to the robot simulation environment as XML files to support task planning and execution. 
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The knowledge base employs a hierarchical structure for representing construction robot knowledge, implemented 

through a combination of technologies. Task specifications are stored in XML format, allowing for a structured 

representation of action sequences and their parameters. Skill definitions utilize JSON schema, enabling flexible 

specification of capability requirements and execution parameters. For the wall frame installation task (I-W-F-#1), 

the knowledge base maintains detailed specifications of each required action and its corresponding skills. The task 

specification defines the sequence of actions (navigate to pickup, pick frame, navigate to install location, install 

frame) along with their required parameters and success criteria. Each action is linked to specific skills in the 

database, which specify their execution requirements. For instance, the navigation skill (NV-1) requires not only 

destination coordinates but also environmental information such as a 2D metric map, which must be derived from 

the BIM model. 

The knowledge base architecture is designed with extensibility in mind, allowing for the addition of new task 

specifications, integration of additional robot skills, and enhancement of semantic relationships and reasoning 

capabilities. This modular design ensures the knowledge base can evolve with advances in construction robotics 

while maintaining compatibility with existing BIM and robot control systems. The structured representation 

enables automatic derivation of BIM modeling requirements, validation of robot capability requirements, 

generation of executable robot control sequences, and integration with construction planning workflows. Through 

this comprehensive architecture, the construction robot knowledge base effectively bridges the gap between 

construction planning and robot execution, enabling systematic translation of construction tasks into robot actions 

while ensuring all necessary information and requirements are properly captured and communicated between 

systems. This structured approach to knowledge representation and management is essential for achieving reliable 

and efficient robot task execution in dynamic construction environments. 

4.4 4D BIM MODEL CONVERSION TO ROBOT SIMULATION WORLD 

 

Figure 3: Task properties (left) and conversion of building and site elements (right). 

Figure 3 shows the overview of the process of converting a 4D BIM into a robot simulation world. Utilizing the 

properties of construction tasks, this process performs sorting and conversation of building elements and 

construction site objects into ROS-compatible SDF files that can be spawned in a Gazebo simulation with the 

construction robot. Figure 3 left shows an example of properties for the frame installation task. If the status 

property is “constructed”, building elements and site objects attached to this task are combined into one sdf file 

representing the existing construction environment. Poses of these elements are set at the installed locations. If the 

status is “not constructed” and robotize is “true”, building elements and site objects to be constructed by the robot 

are converted into individual sdf files. In the case of the wall frame installation task, the poses of the frame elements 

to be constructed are set at the material storage locations. The spawning locations can be identical to the installed 

locations for tasks not moving the materials, such as painting and inspection. The conversion from BIM elements 

to SDF files is described in Figure 4. Other important task properties related to robot skills are stored in an XML 

file that can be easily parsed when a robot intends to execute the skills in the simulation world. The construction 

robot selected for the task is separately spawned in the simulation world. A robot model initially in Unified Robot 

Description Format (URDF) format is internally converted into an SDF file for inclusion in Gazebo simulation.  
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Figure 4: Building and site element conversion pipeline. 

Figure 4 illustrates the BIM-to-SDF conversion process with examples. The geometry model for the building 

elements and site objects are exported in FBX file format from a BIM application, such as Autodesk Revit. The 

FBX file is opened in an application supporting DAE files (e.g., Blender 3D) and they are converted to a DAE file 

format. The DAE file for the building entire building is subsequently split into separate DAE files of individual 

elements such as wall 1, wall 2, floor 1, and floor 2. For this, we created a simple Blender-based Python script to 

split one DAE file into individual DAE files containing geometric information, element names, and unique ID’s. 

The individual elements are then sorted depending on whether they are constructed or yet to be constructed 

elements. For constructed elements, they are parsed through another Python script we created for generating an 

SDF file that merges the individual DAE files to create an SDF file for the existing world as shown in Figure 4 as 

world_existing.sdf. The individual DAE file for each element to be constructed is parsed through the Python script 

to create an SDF file for each of the elements as shown in Figure 4 as frame_0.sdf.  

4.5 EXECUTION OF FRAME INSTALLATION TASK WITH FOUR ACTIONS 

A task is performed by completing multiple actions, and each action is performed by executing one or more skills 

utilizing input data retrieved from the simulation world. Like recent studies following the ROS framework 

(Quigley et al., 2009), the implementation of robot skills in our study utilizes multiple ROS-based software 

packages including Gazebo (“Gazebo”, n.d.), MoveIt motion planning framework (“MoveIt Motion Planning 

Framework”, n.d.), Adaptive Monte Carlo Localization (AMCL) (“amcl - ROS Wiki”, n.d.), and Robot Visualizer 

(RViz) (“rviz - ROS Wiki”, n.d.). Gazebo is a 3D physics-enabled robot simulator that realistically mimics a real-

world environment. In this study, a robot model and the construction environment are separately spawned in 

Gazebo simulation. The robot model with all the sensing, navigation, and manipulation capabilities can interact 

with objects in the construction site. MoveIt motion planning framework is a software package to plan and control 

robot manipulators. With the inverse kinematics library in MoveIt (“MoveIt Motion Planning Framework”, n.d.), 

our study determines initial, intermediate, and final robot arm poses for each action and generates collision-free 

motions between the poses. AMCL is a probabilistic localization package for a mobile robot. A ROS 

implementation of the AMCL package provides functions to estimate the current position and plan and execute 

autonomous navigation with an obstacle avoidance capability. Throughout the robot task planning and execution, 

RViz visualizes the robot’s internal states, including estimated robot location and orientation, joint angles, sensor 

messages generated from simulated cameras and LiDARs, etc. Using these ROS packages and according to the 

task specification I-W-F-#1, this study focuses on performing a detailed simulation of frame installation task that 

comprises four major steps which are “navigate to the frame pickup location”, “pick frame”, “navigate to the frame 

install location”, and “install frame”. Sections 4.5.1-4.5.4 explain how these four actions are performed using 
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different skills and how the robot skills utilize information retrieved from the simulation world. Like task 

specifications, this study arbitrarily named the four skills (NV-1, NV-2, MM-G-1, MM-R-1) considering the 

context of the frame installation task, and these names can change as more skills are added to the robot skill 

database. Also, detailed simulation of different skills for construction tasks may require the utilization of other 

ROS packages, such as object detection (Bjelonic, 2018), object localization (Tompson et al., n.d.), and robot state 

monitoring and control (Winfield et al., n.d.). Significant modification to these existing packages or the 

development of new packages would be necessary for unique and complex construction tasks.  

 

Figure 5: Robot navigating from the initial location to the pickup location with NV-1 skill. 

4.5.1 ACTION 1: NAVIGATE TO THE PICKUP LOCATION ACTION WITH NV-1 SKILL 

As the first action in the frame installation task, the robot navigates to the frame pickup location in the material 

storage area using conventional navigation with pre-determined arm poses. This action uses AMCL and MoveIt 

packages for navigation and arm pose control, respectively. Figure 5 shows the default pose and pose during 

navigation (NV-1 pose) determined using the MoveIt Setup Assistant (“MoveIt Setup Assistant”, n.d.) ensuring 

the arm does not collide with or obstruct the 2D laser scanner and camera. As the input to perform the navigation, 

the AMCL algorithm requires the initial pose, destination, 2D metric map, and 2D laser scan. A 2D metric map for 

the simulation world is generated using a PGM map creator package (“hyfan1116/pgm_map_creator”, n.d.) similar 

to (Oyediran et al., 2021, 2023). 2D laser scan data is generated from the simulated 2D LiDAR sensor attached to 

the robot. The robot’s pose, including the initial pose, is continuously estimated by comparing the 2D metric map 

with the shape of the environment obtained from the 2D LiDAR. The frame pickup location is modeled in the 4D 

BIM model satisfying additional modeling requirements, and it is retrieved from the simulation world as the 

destination when this skill is executed. Based on these input data, the AMCL navigation package generates a 

navigation path and moves the robot while detecting obstacles with the 2D LiDAR and updating the navigation 

path. The XYZRPY format for poses explains the XYZ location and RPY orientation of the robot or other objects. 

4.5.2 ACTION 2: PICKUP FRAME ACTION WITH MM-G-1 SKILL 

After the arrival at the pickup location, the robot picks up a wall frame with the manipulator using the move 

manipulator and grasp skill (MM-G-1). This action uses MoveIt to determine arm poses and generate arm 

trajectories between the poses. As shown in Figure 6, the robot arrives at the destination with the arm in NV-1 

pose. Then, the robot arm goes into intermediate pose 1 and intermediate pose 2 to properly position the robot arm 

above the material pick point. The material pick point is a local coordinate within the frame that is retrieved from 

the simulation world as the skill input. Then, the robot picks the frame at the material pick point. Mimicking the 

result of frame grasping, the frame pickup motion was achieved by simply linking the end effector of the arm with 

the pick point of the frame using the ROS Gazebo link attacher (“Gazebo_ros_link_attacher”, n.d.). This simplistic 

approach was employed to reduce the complexity of realistically simulating the grasping arm motion.  

4.5.3 ACTION 3: NAVIGATE TO FRAME INSTALL LOCATION WITH NV-2 SKILL 

After picking the frame, the robot carries the picked frame from the storage location to the install location. While 

NV-1 is a plain navigation without a material, NV-2 is a navigation carrying a material. The robot first rotates the 
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material attached to its arm and goes from the MM-G-1 pose to the NV-2 pose as shown in Figure 7, and it navigates 

to the frame install location. Like NV-1, the navigation to the install position is completed using AMCL. After the 

robot arm goes into the NV-2 pose with the frame, the skill function is activated to receive four input arguments 

(initial pose, destination, 2D metric map, laser scan) for AMCL. The destination is retrieved from the simulation 

world as the destination input for NV-2 skill.  

 

Figure 6: Robot picking frame with MM-G-1 skill. 

 

Figure 7: Robot navigating from pickup location to installation location with NV-2 skill. 

 

Figure 8: Robot placing the frame with MM-R-1 skill. 
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4.5.4 ACTION 4: INSTALL FRAME (MM-R-1) 

Finally, the install frame robot action fixes the frame at the install location using the move manipulator and release 

skill (MM-R-1). Similar to MM-G-1 skill, MM-R-1 relies on predefined poses shown in Figure 8. From the pick 

pose, the robot first goes into an intermediate pose to orientate the frame in a manner to fix it and into the MM-R-

1 to place the frame at the install position. The ROS Gazebo link attacher (“Gazebo_ros_link_attacher”, n.d.) is 

then deactivated to detach the frame from the robot’s end effector and reactivated to affix the frame at the install 

position. 

5. CASE STUDY  

This section presents a case study describing the utilization of information from 4D BIM by a mobile robot to 

perform high-level task planning and detailed simulation of a frame installation task. The simulation for this case 

study was performed on a computer running Ubuntu 18 Linux setup with a Melodic version of ROS. Figure 9 

shows a ROS-enabled Husky mobile robot setup and the task specification for the frame installation. The task 

specification describes the actions to be executed by the Husky robot with the skills and input data required to 

complete the frame installation task. The Husky is a medium-sized four-wheeled mobile robot equipped with an 

LMS-111 2D Lidar scanner, an Intel RealSense depth camera D455, and a Universal Robot 5 (UR5) manipulator. 

The Husky’s wheels and ability to navigate rugged construction site terrain make it well-suited for our case study. 

The 2D Lidar scanner provides essential scan data to support Husky’s localization and navigation planning. The 

RealSense camera captures RGB and RGBD data, facilitating tasks like object detection, localization, and 

improving robot navigation. The UR5 is a ROS-enabled robotic arm with six rotating joints capable of executing 

intricate maneuvers for picking and installing the frame. Since the Husky robot and its components are ROS-

compatible, we pre-defined frame installation task instructions as retrievable ROS actions. With substantial effort, 

any ROS-compatible robot can be adapted for similar or different tasks. Details on robot actions, skills, and data 

input have been provided in section 4.  

Figure 10 shows the Husky robot alongside two carpentry work crews performing roof installation and the 

preparation of wood frames for interior wall partitioning. The carpenters 1 and 2 move around the construction 

environment to get the materials required for their various tasks. The site supervisor also makes routine movements 

around the construction site to monitor the ongoing activities. The Husky robot has been assigned the task of 

picking the frame material from the storage location and installing them in the building. 

Figure 11 shows the case study construction site layout for the two-bedroom apartment, the Husky robot, the 

predefined robot actions to install the wood frames, and the partial project schedule showing the tasks to be 

performed. The construction site layout and project schedule represent the 4D model created using Autodesk Revit 

and Navisworks applications and converted into the robot simulation world. The construction site layout shows 

the general site arrangement that realistically represents a real-world situation with designated areas for material 

storage, equipment, and site offices. The process of modeling and creating the simulation world has been 

previously described in section 4.4. The partial project schedule depicts the frame interior wood partition as the 

next task to be performed between the 10th – 23rd of May 2022. As shown in the partial schedule, the interior wall 

framing task has been planned to be performed by a robot and given the additional properties “robotized” and “I-

W-F-#1” in line with our methodology explained in section 4. The interior wall partitioning task is completed 

when 11 wood frames have been installed. The installation positions of the wood frames are marked on the layout 

with yellow rectangular bars. The four robot actions required to complete the task by the mobile robot are also 

shown in Figure 11. 

As described in section 4, the successful installation of wood frames at designated locations requires the execution 

of four distinct robot actions. The frame interior wood partition task for the building is achieved through the 

execution of these predefined robot actions, a process that continues until all the frames have been appropriately 

installed. To commence the task, the robot was issued a command instructing it to perform the prescribed actions 

for the installation of 11 wood frames at locations marked with yellow bars in Figure 11. Frame 1 (see Figure 11) 

was first selected for installation to begin the interior wall partitioning task. Figure 12 shows the robot’s reality 

versus how the robot perceives the environment using its sensors. It describes how the robot executes Action 1 by 

moving from its initial location to the designated pickup location next to frame material storage. During this 

process, the objects in the construction environment are seen by the robot’s camera and reflected in their exact 

location on the site map. The robot uses the knowledge of object locations for obstacle avoidance and path 
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planning. The process of creating the site map has been mentioned in section 4. On arriving at the pickup location, 

Action 1 is considered complete, thus commencing Action 2.  

 

Figure 9: Husky mobile robot setup and task specification for the case study. 

 

Figure 10: Case study construction environment with workers performing various tasks. 
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Figure 11: Site layout, partial construction schedule, and planned robot actions to install a frame in the two-

bedroom apartment. 

 

Figure 12: Robot performs Action 1 to arrive at the material pick-up location.  
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Figure 13 shows the robot performing Action 2, wherein it uses its robotic arm to grasp and lift the frame 1 material 

from the material storage. The robot registers the frame pick operation as successful when it senses the frame 

attached to its arm and lifts it off the material storage as shown in the image. After picking frame 1, the robot 

proceeds to execute Action 3 by navigating through the construction site into the building carrying the picked 

frame 1. When the robot gets to the building entrance and realizes that it cannot pass through the doorway with 

the Frame 1 material carried in its current horizontal orientation, it rotates the frame 1 material to carry it on its 

side to pass through the doorway as shown in Figure 14. Upon entry into the building, the robot again executes a 

rotation maneuver to reposition Frame 1 over its head in preparation for the installation process. The robot then 

continues its navigation towards the installation location for frame 1. When the robot reaches the install location, 

it performs Action 4 to install frame 1 as shown in Figure 15. The sequence of robot Actions 1 through 4 was 

repeated for varying installation locations to complete the interior building wall partitioning with the 11 frames 

materials.  

 

Figure 13: Robot performs action 2 to pick up frame material. 

 

Figure 14: Robot performs Action 3 to arrive at the frame install location. 

The simulation of Actions 1 through 4 to install frame 1 material took 4.48 minutes to complete.  Consequently, a 

total of 60 minutes was expended in simulating the robot installing 11 frames to complete the interior wall 

partitioning. During the simulation process, we noticed the proximity between the robot and construction workers 
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at some points. To confirm our observation, we plotted the trajectories of the robot and construction workers in the 

execution of their various tasks during the installation of frame 1 for more examination as shown in case one of 

Figure 16. We also plotted the difference in their distance apart to further analyze the simulation. This analysis 

unveiled instances during the simulation where the construction workers, specifically carpenters 1 and 2, were 

within less than 1 meter from the robot. Such proximity exposes carpenters 1 and 2 to potential incidents including 

collisions and struck by accidents.  In response to this safety concern, various mitigation strategies were 

contemplated, including the adjustment of the project schedule to allocate separate time intervals for the execution 

of robot tasks and the separation of human work zones from robot work zones. 

 

Figure 15: Robot performs Action 4 to install the frame. 

However, we decided on an immediate solution. This was to relocate the frame material storage into the interior 

of the building to separate the robot from the human work area. Subsequently, we conducted a follow-up simulation 

after relocating the material storage as shown in case two of Figure 16.  We observed the trajectories of the robot 

and construction workers during the installation of frame 1. The resulting analysis revealed that the robot 

consistently maintained an approximate separation distance of 3 meters from the nearest human worker, as depicted 

in case two of Figure 16. This strategic modification effectively addressed the safety concerns that arose during 

the initial simulation, mitigating the risk of inadvertent interactions between the robot and construction workers. 

With the material storage moved into the building, the robot took approximately 4 minutes to install frame 1.  

The outcome of this case study demonstrates the significance of proper site planning for robot operations 

considering the spatiotemporal conditions of the construction site. It shows how planning robot operations as part 

of the construction site can potentially eliminate safety hazards and reduce time spent on tasks. This can lead to an 

increase in productivity, efficiency, and safety on construction projects incorporating robots for various tasks. This 

simulation met the goal of this research, which is to integrate 4D BIM and robotics to plan robot activities in 

performing various construction tasks. 
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Figure 16: Cases 1 and 2 of the Husky robot and construction workers trajectories in the execution of various 

tasks. 

6. CONCLUSION AND DISCUSSION 

Deploying robots, especially robots with autonomous behaviors, in construction projects poses unique challenges. 

Unlike relatively unchanging work environments (e.g., coffee making, cooking), manufacturing construction sites 

experience continuous changes with structures under construction, unplanned movements of workers, multiple 

concurrent tasks, and construction site objects like material stacks, equipment, and temporary structures. In such 

dynamically changing work environments, even the same construction task may need to choose different robot 

configurations, control the robots differently, or cannot use any robot in limited spaces. With the current separation 

between robotics and 4D BIM technologies, a construction planner considering the use of robots should determine 

highly precise robotic movements and motions of robots based on the imagination of future construction site 

conditions, which is almost impossible when it is done manually. The long-term goal of this study is to create a 

new process and a software platform to establish robotic plans to perform various construction tasks, simulate and 

evaluate robot task performances in terms of various criteria, and further design safe and productive robot 

behaviors adapting to all possible situations. The study presented in this paper achieves the initial step toward such 

construction robot task planning via systematic integration of 4D BIM and robotics. As the main contribution, this 

study created a new framework that describes how robot task planning can be integrated into 4D BIM-based 

construction planning. The systematic integration with information flows explains how robot task planning and 

simulation can be performed utilizing construction-related information contained in a 4D BIM model. Uniquely, 
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this study proposed the construction robot knowledge base as the key enabler for the 4D BIM-robotics integration. 

The knowledge base contains task-related instructions for robots and helps derive additional modeling 

requirements for 4D BIM used for robot task planning. With a focus on interior wall frame installation, a case 

study showed that the systematic integration of 4D BIM and robotics allows the robot task planning and simulation 

based on the information about the construction site conditions acquired from a 4D BIM model.  

There are several limitations in this study that require future studies. 1) The construction robot task specification 

created for a frame installation task outlines only a sequence of actions and robot skills used. For actual 

deployment, this overly simplified task specification should be extended to generate more complicated and 

practical robot behaviors. The future robot task specification can include various other capabilities, such as sensor-

based perceptions, conditional behaviors, safe robot control strategies, and interaction with human workers. To 

define complex robot behaviors combining these capabilities, more scalable approaches, such as formal 

specification (Winfield et al., n.d.) and ontology (Pauwels et al., 2017; Pauwels and Terkaj, 2016), can be used to 

develop construction robot task specifications. 2) Also, after achieving the systematic integration, this study did 

not comprehensively explore how the developed 4D BIM-based robot task planning and simulation can be used 

during the construction planning process. A future study can investigate how various areas of construction 

planning, such as construction schedule, job site coordination, and safety planning, can utilize robotic simulation 

considering the overall safety, cost, and duration. 3) The simulation in this study does not perfectly mimic the real 

situation even using the physics-based simulator. A future study should conduct experiments with a real robot and 

frame materials to fine-tune the simulation. 
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